Chapter 17 Second-Order Differential
Equations

17.1 Second-Order Linear Equation (page 1154)

A second-order linear differential equation (ZFERRMEM 5 F72) has the form

d2

dz?

P(a)—5 +Qx )—+R()()=G(a¢), (1)

where P, @, R, and G are continuous functions.
Definition 1 (page 1154).
(a) If G(z) = 0 for all 2, we say (1) homogeneous linear equations (B REREFIZ).

(b) If G(z) # 0 for some z, we say (1) nonhomogeneous linear equations (FEEER
PRI
In this section, we will focus on the solutions of the homogeneous linear equation:
d2
dz?

Theorem 1 (page 1154). If yi1(x) and ya2(x) are both solutions of the linear ho-

mogeneous equation (2) and ¢ and cy are any constants, then the function y(x) =

P(x) 55 +Q(x )—+R()()=0- (2)

cy1(x) + caye(x) is also a solution of Equation (2).

Proof. For i =1,2, we have P(x)y! + Q(z)y, + R(x)y; = 0. So

P(z)y" + Q(@)y" + R(x)y

P(x)(ciyr + cayz)” + Q) (cryr + c2y)’ + R(@)(c1yr + cay2)
P(x)(ciyy + 02312) + Q@) (c1yy + c2ys) + R(z)(cayn + cay)
a(P@)y + Q(2)y; + R(z)yr) + 2 P(2)ys + Q(2)ys + R(2)ya)
=c-0+c-2=0.

0

Definition 2 (page 1155). Two continuous functions y; and yy are called linearly

independent (RETEMIL) if neither y; nor y, is a constant multiple of the other.

Theorem 2 (page 1155). If y; and ys are linearly independent solutions of (2)
on an interval, and P(x) is never 0, then the general solution is given by y(x) =

c1y1(x) + coyo(x), where ¢ and ¢y are arbitrary constants.
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Here we will discuss the second-order homogeneous linear differential equation
with constant coefficients, that is P, (), and R are constant functions. In this case,

we write the differential equation as
ay"(z) + by + cy(z) = 0, (3)

where a, b, and ¢ are constants and a # 0.

Consider y = €"*, where r is a constant, then ' = re’® and y” = r?e"™. So
ar®e”™ +bre"™ + ce™ = 0= (ar® +br +c)e’ =0 = ar’ +br +c=0.
Thus y = €™ is a solution of (3) if r is a root of
ar® +br +c=0. (4)

Equation (4) is called the auziliary equation (or characteristic equation) (SBITHTE.
FHEATE) of the differential equation ay” + by’ + cy = 0.

There are three cases for the roots of the equation (4).

(1) If b* — 4ac > 0, then r) = =brvb-—dac V;f_‘l‘“ and ry = ==vr=ac V;f_‘l“ are two real distinct

roots. So y; = "% and yo = €"" are two linearly independent solutions. Hence

the general solution of ay” + by’ + cy = 0 is y = c1e™* + c9e™".

(2) If b — dac = 0, then r; =y = — are two real double roots. Here we denote

the double roots by r. So y; = €"® is a solution of ay” + by’ + cy = 0. To

find another solution ¥y, which is linearly independent of y;, we consider the
method of reduction of order (BEF&E). Let yo = u(x)yi(z), where u(x) #

constant function, be another solution of ay” + by’ 4+ cy = 0. Since

C Y2 =C-UY1
b-yy=0b- (u'yr +uy})
a-yy =a- (u"y + 2u'y; + uyl),

we have
ayy + byy + cyp = au"y1 4+ ' (2ayy + byr) + ulay) +by; + cyr) = auy, = 0,

and it implies v”’(z) = 0, v/(z) = C1, and u(x) = Ciz + Cy. In particular,
u(z) = x is a candidate, and the general solution of solution of ay”+by'+cy = 0

is y = c1e"™ + coxe’™.
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(3) If > — 4ac < 0, then | = =btVjac=b?i Vg‘gc_bzi and ry = =b=viac=bi Vg‘gc_bzi are two conjugate

complex roots. Denote a = —% and g = 7““‘32_1’2. When we consider the

equation and solution in the complex sense, which is a algebraic closed field,

we write the solution of the differential equation as

y = Clerlx + C2e7’2:c _ Cle(a-‘rﬁi):c + C2e(a—6i)x
= C1e*(cos fx + isin fx) + Cre*®(cos(—pfx) + isin(—pz))
= (C} + Cy)e* cos fx + i(Cy — Cs)e* sin fx

The solution is real if and only if ¢; = C} + Cy and ¢ = i(Cy — Cy) are real

numbers, that is, y = e**(¢y cos fx + cosin fz) is the general solution.

Initial-Value and Boundary-Value Problems, page 1158

An initial-value problem (FIFR{EIRE) for the second-order linear equation consists
of finding a solution y of the differential equation that also satisfies initial conditions
of the form y(x¢) = yo,y'(x0) = y1, where yo and y; are given constants. If P, Q, R,
and G are continuous on an interval and P(x) # 0 there, then a theorem guarantees
the existence and uniqueness of a solution to this initial-value problem.

A boundary-value problem (;25ERRE) for the second-order linear equation con-
sists of finding a solution y of the differential equation that also satisfies boundary
conditions of the form y(zo) = yo,y(z1) = y1. In contrast with the situation for

initial-value problems, a boundary-value problem does not always have a solution.

Example 1 (page 1156, 1158). Solve the initial value problem y” + ¢ — 6y = 0,
y(0) =1 and y/(0) = 1.

Solution.

Example 2 (page 1157). Solve the boundary value problem y” +2y’ +y = 0,y(0) =
1,y(1) = 3.

Solution.
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Example 3 (page 1158). Solve the equation y” — 6y’ + 13y = 0.

Solution.

Example 4 (page 1158). Solve the initial-value problem y”+y = 0,y(0) = 2,¢'(0) =
3.

Solution.

Example 5. We can view ay” + by’ +cy = 0 as ((f—x + 1) (% +1r9) y = 0, where
r1 and 7y are two roots of the corresponding characteristic equation. Let Y =
(% + 7‘2) y. Then we can solve (% + 7"1) Y = 0, and then we solve (% + 7‘2) y=Y
by the integrating factor method. In this case, you will easily see that the solutions

are “2-dimensional”.
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