11.10 Taylor and Maclaurin Series (page 759)

In this section, we will answer two questions: Which functions have power series
representation?” How can we find such representation?

First, suppose that a smooth function f(x) can be represented by a power series:
f(x)=co+c(r—a)+c(r—a)+cs(z—a)®+---, if |t —al|<R. (1)
e Put x = a, then we get

e Since f'(z) = )

we put x = a and get

e Since f"(z) = , we put x = a and get

e By induction, since f*)(z) = , we have

Theorem 1 (page 759). If f(x) has a power series representation (expansion) at a:

f(x) = icn(x —a)" for|r—al| < R
n=0
f"(a)

then its coefficients are given by the formula c, = -
n!

Definition 2 (page 760). Given a smooth function f(x), define the Taylor series
of the function f(z) at a (or about a or centered at a) (FHE f(x) £ v = a BHIFH)
H#) by

(n

1) =3 D 0y = o) +

n=0

f"(a)
2!

f'(a)

T (z—a)l+---. (2

(x —a)+

For the special cases a = 0 the series (2) becomes

1o, , 110,

2" = £(0) + e

n=0

This case the function M (z) is given the special name Maclaurin series (FFi85Hk

).

L] e piE s amaiE: 135 f(o) TRTRRERBEE, A f(o) MIENRSRE T (2) —H.
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Example 3 (page 760). Find the Maclaurin series of the function f(z) = e* and

its radius of convergence.

Solution. Since f™(z) = , we know that f™(0) = for allm € N or

n = 0. Therefore the Maclaurin series of f(x) = e” is

=L f™(0 .
S e

n=0 n
To find the radius of convergence, we let a, = , then
An41
G,
By the , the radius of convergence is

Question 4 (page 761). Under what circumstances is a function equal to the sum
of its Taylor series? In other words, if f(x) has derivatives of all orders, when is it
true that

(n

[«%
o

)(a def. 7.
'( )(:c —a)"'= lim T,(x),

n! n—o0

OEOE DT

=0

3

f"(a)

n!

(r—a)+---+ (x —a)". (3)

k=
Definition 5 (page 761).

[e=]

(a) The polynomial T),(x) in (3) is called n-th degree Taylor polynomial of f(x) at
a (f(z) £ . = a B9 n-FERYZERN).

(b) Define the remainder (8838) of the Taylor series as r,(z) = f(x) — T, ().
Theorem 6 (page 761). A smooth function f(x) = T(z) on the interval |x—a| < R
if and only if lim r,(x) =0 for |x —a| < R.

n—o0

Proof. (=) Since f(z) = nh_)IIolo T, (x) and r,(z) = f(x) — T,(x), we have

lim 7, (z) = lim (f(z) = T,(2)) = f(2) = lim T,(z) = f(z) = f(z) = 0.

n—o0

(«) Conversely, since lim r,(z) =0 and T,,(z) = f(x) — rn(z), we have

T(x) = lim Ty(x) = lim (£(2) — rale) = f(2) — i ro(2) = f(2) ~ 0= f(2).
U
[ 854 EBREEERIRE TR, MRRE N sEE ] 2mE S,
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Question 7 (page 762). How do we show that lim 7,(z) = 0 for a specific function
n—oo
f(x)?

Theorem 8. Suppose that f(x) has continuous derivative at x = a up to n + 1

order, then
/ (n)
f@) = f@) + D@y Dy @) = T0) 4 ),

FOrD ()

where r,(z) = ——(x — a)"™, ¢ is a number between a and .
(n+1)!

Proof. Without loss of generality, we assume a < x. Consider the function

P 0

9(t) = f (@) = f(t) = P =) = =

then ¢(t) is continuous on [a, z|, and

n (k1) n (k)
gy =3O ST

pr k! pt k!
— fF() AN h-1
=X (z —t) +;(k_1)'(x—t)

n—1 r(k41)
:—Zi(x—t)kjLZfT(t)(x—t)

k=0 ) k=0

L0

- (x —t)"™.

Let h(t) = (x —t)"™!, by the Cauchy Theorem (generalized Mean Value Theorem),
then there exists ¢ € (a,x) such that

(n+1) Nrz—c)”
g  glx)—gla) L9 gy (2)

h(e)  hz)—hla) ~ —(n+1)(z—c)"  0—(z—a)t’

o f(n+1)(c) n+1
O

L] 2 MEEE ] MERRAE, SRER AR L ER -5, REBXRMARAA o
Once we have this expression of the remainder, we can estimate it by the following

theorem.

Taylor’s Inequality (page 762). If |f"*V(z)] < M for |v — a| < d, then the

remainder r,(x) of the Taylor series satisfies the inequality

. f(n+1)(c> n+1
= m(x —a) <

< (7FL+1)!|1'—0L|"4rl for |z —a| <d.

|7 ()]
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Example 9 (page 763).

(1) Prove that e” is equal to the sum of Maclaurin series.

(2) Find the Taylor series for f(z) =e” at a = 2.
Solution.

(1) If f(z) = e®, then f(™(x) = e” for all n € N. Given x € R, there is a positive
number d such that |z| < d. Since |f"1)(2)] = e® < e?, we get

ro(z)] = IO o

(n+1)!

for

|z < d.

Notice that e? is a number independent of n, so we have
d
lim

|{E|n+1

By the Squeeze Theorem lim 7,(z) =0, and e” = ) 2" for all z € R.
n—oo :

n=0
(2) We have f(™(2) = e?, so the Taylor series for f(z) =e® at = 2 is

Another viewpoint is

Example 10 (page 764). Find the Maclrurin series for f(x) = sinz. Prove that it
represents sin x for all x.

Solution. We compute for £ = 0,1, 2

f(4k) (x) — f(4k+1)($) — f(4k+2) (SL’) — f(4k+3) (x) —
f(4k)(0) — f(4k+1)(0) — f(4k+2)(0) _ f(4k+3)(0) —
so the Maclaurin series for f(x) =sinz is

Since f"*tV(z) is £ sinz or & cosz, we know that |f™V(z)| < 1 for all € R. By
Taylor’s Inequality:
|rn ()] =

Since lim

n—oo

, we have lim r,(z) = 0 for all z € R by
n—o0
the Squeeze Theorem. Thus sinz is equal to the sum of its Maclaurin series
o
(=™ _2n+1
> @ntind mHL
n=0
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Example 11 (page 764-765).

(1) Represent f(x) = sinz as the sum of its Taylor series centered at x = 3.
(2) Find the Maclaurin series for cos x.

(3) Find the Maclaurin series for x cos .
Solution. We have for £ =0,1,2,3,...
T (I L N O
F0 (1) = FlED (1) = FlD (zy = Flr) (zy =

(1) The Taylor series at % is

(2) Instead of computing derivatives and substituting in the Maclaurin series for

cosx, we can differentiate the Maclaurin series for sin x:
cos T =

Since the Maclaurin series for sinz converges for all x, the differential series

for cosx also converges for all x.
(3) We can multiply the series for cosz by x:

T COST =

Example 12 (page 766). Find the Maclaurin series for f(z) = (1 + x)™, where m

is any real number.

Solution.

Therefore the Maclaurin series for f(x) = (14 z)™ is
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Example 13 (page 766). Find the radius of convergence of the binomial series (Z

EABE, #E—EFTFHE) S mn e tmondl) pn

n!
n=0

Solution. If m is a nonnegative integer, then the terms are eventually 0 and so the

series is finite. For other values of m, if the n-th term is a,,, then

Ap+1
G,

By the , the binomial series converges if and diverges if

, and the radius of convergence is

The Binomial Series (page 767). If m is any real number and |x| < 1, then

(1+:L’)m:ZC;?x”:1+mx+m(

n=0

m—1) , m(m-—1)(m—-2) 4
2l * 3l v
The interval of convergence depends on m: (—1,1) ifm < —1; (=1,1] if -1 <m <
0; [=1,1] if m > 0.

[ BT eR EMn i SEBMIE, A H AR 773~ E s =R T .

Definition 14 (page 766). Numbers O = mm=Um=2)=m=ntl) e called binomial

n

coefficients (ZIHHAFREL). Remark that C* =1 for all m € R.

Example 15 (page 767). Find the Maclaurin series for g(z) = \/ﬁ and its radius

of convergence.

Solution. We rewrite f(z) in a form where we can use the binomial series:

1 JR—
I—z
Using the binomial series with m = and with z replaced by , we have
1 JR—
I—z
The series converges if , so the radius of convergence is
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Important Maclaurin series and their radii of convergence

1 o0
a)l_x: " =1+z+a®+a2°+--- R=1
n=0
(Q)ex_i‘r_n_ +£+I_2_|__3_|_ R=
- = 20 3l B
' B > (_1)n$2n+1 - $3 P 1’7 B
(3) SIHCL’—ZO (2n+1>' —54_5'—?4- R =0
- o ( 1)nx2n B 1.2 1'4 ZL’G B
(4)cosm_nZ:0 )l _1_5 E_ﬁ—i_ R = oo
B o (_l)nx2n+1 1'3 1.5 1'7
(5) tan™"z Z; il T3 s 7T
e ( l)n—ll.n 1.2 1'3 1.4
(6) In(1 + ) 22; n Tty ty Tt
(7) (1+x) :ZCn:)s =1l+max+ TR 3 -R=1
n=0

Example 16 (page 768). Find the sum of the series

1 1 n 1 1 L
1.2 2.22 3.28 4.24 '
Solution.
. et —1—x
Example 17 (page 769). Evaluate lim 5
z—0 €x

Solution. Using the Maclaurin series for e”, we have

ef—1—z
hmi =
x—0 1’2

because power series are continuous functions.
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Multiplication and division of power series, page 770

Example 18 (page 770). Find the first three nonzero terms in the Maclaurin series

for (1) e”sinz and (2) tanz.

Solution.
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Example 19 (page 768).

(1) Evaluate / ¢~ dz as an infinite series.

1
(2) Evaluate / ¢~ da correct to within an error of 0.001.
0

Solution.

(1) We replace x with —z? in the series for e® and get, for all x € R,

We integrate term by term:

/e_m2 dx =

The series is convergent . because e™*

2.
1s convergent

(2) We compute

1 2
/ eV dzr =
0

~
~

The Alternating Series Estimation Theorem shows that the error is less than

Example (TA) 20. Let f(z) = In(5 — z).
(a) Find the power series representation for f(z) at z = 0.
(b) Find f™(0).

Solution.
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Example (TA) 21.
(a) Write down the general terms the MacLaurin series of sin z and sin™' .

(b) Find their radii of convergence.

sing - sin”'x — 22

(¢) Find QIDILI(I] v

Solution.
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